
Generalized state space model
Linear discrete time models

Consider the linear discrete time model with transfer function for (p=q) case.
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Let us define two related transfer functions as follows
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Let us form the signal flow graph for representing transfer functions above.
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Define the state variables as follows:

wp(n) = w(n− 1)

wp−1(n) = w(n− 2)

...

w1(n) = w(n− p)

As the signal w(n) passes through the delay line, the state variables [w1(n), . . . , wp(n)] form a vector. The
time to space mapping dictates that the signal in time can be transformed to a vector in space. The signal
dynamics can be visualized as a trajectory as below.

w1(n + 1) = w2(n)

...

wp−1(n + 1) = wp(n)

wp(n + 1) = x(n) − a1wp(n) − a2wp−1(n) − · · · − apw1(n)
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Let us form a state vector W (n) = [w1(n), . . . , wp(n)]T. Using this and the above expressions, we have

W (n + 1) = AW (n) + bx(n)

where

A =


0 1 0 0 . . . 0 0
0 0 1 0 . . . 0 0
...

−ap −ap−1 −ap−2 −ap−3 . . . −a2 −a1

 ,

b = [0, 0, . . . , 0, 1︸ ︷︷ ︸
p elements

]T

Similarly, one can do the math for expressing the output y(n) through a sequence of equations below:

y(n) = b0w(n) +

p∑
k=1

bkwp+1−k(n)

y(n) = b0wp(n + 1) +

p∑
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y(n) = b0[x(n) − a1wp(n) − a2wp−1(n) − · · · − apw1(n)] + b1wp(n) + b2wp−1(n) + · · · + bpw1(n)

y(n) =

p∑
k=1

[bk − b0ak]wp+1−k(n) + b0x(n)

y(n) = cTW (n) + dx(n)

where

c =

bp − b0ap
...

b1 − b0a1

 ,

d = b0.
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